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1
Discussion

It is proposed to agree the following for inclusion in TR 23.799.

####################### START TEXT FOR TR 23.799 ##########################
6.x
Solution X - Solution for mobility framework with RAN level tracking

This solution addresses key issue #3, and in particular the following:

-
Definition of mobility states.

-
Support of reachability to enable mobile terminated communication. 

-
Methods to limit the amount of mobility management signalling between NexGen core and the access, within the NexGen core as well as between the NexGen core and the UE.
6.x.1
Architecture description
In contrast to E-UTRAN which discriminates between RRC_IDLE and RRC_CONNECTED states only, UTRAN had several states referred to as Cell_DCH, Cell_PCH, URA_PCH and Cell_FACH, all of which correspond to the ECM_Connected state in the EPC.

This solution proposes to re-introduce two RRC mobility states in the <5G> RAN that bear resemblance with the URA_PCH and Cell_FACH states. We refer to these two states as RRA_PCH and CU_CONNECTED:

-
RRA_PCH (“RAN Routing Area Paging CHannel”): An RRC state where the UE location within the RAN is known with the granularity of a RAN Routing Area, the latter being a collection of cells (similar to the URA in UTRAN). In this state the UE is in battery efficient mode and is not involved in active data transmission. From NexGen CN perspective the UE is perceived as being in NexGen_Connected state (i.e. the “New S1” interface is up and running).

-
CU_CONNECTED (“Cell Update Connected”): An RRC state where the UE location within the RAN is known with cell granularity and UE is involved in active data transmission. In contrast to RRC_CONNECTED today, mobility management in CU_CONNECTED is UE-driven based on a “Cell Update” procedure, similar to the existing one in UTRAN. From NexGen CN perspective the UE is perceived as being in NexGen_Connected state (i.e. the “New S1” interface is up and running).

In addition to these two states, there is also the RRC_CONNECTED state that matches the eponymous state in E-UTRAN, in which the UE mobility is network-driven i.e. relies on a handover procedure.

As illustrated in Figure 6.x.1-1, all three states (RRA_PCH, CU_CONNECTED and RRC_CONNECTED) correspond to a NexGen_Connected state in the NexGen core.
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Figure 6.x.1-1: CN and RAN states for EPS/E-UTRAN (on the left) and NexGen/<5G RAN> (on the right)
Also depicted in Figure 6.x.1-1 is an RRC_IDLE state, corresponding to a NexGen_Idle state in the NexGen core. This state is needed if the concept of hierarchical tracking (similar to the one existing in UTRAN) is kept, as follows:

-
When in NexGen_Idle state, the UE is tracked at Tracking Area (TA) level by the NexGen core.

-
When in NexGen_Connected + RRA_PCH state, the UE is tracked at RRA level by the <5G> RAN.

Editor's Note: The definition of the new states needs to be reviewed together with the RAN WGs.
Editor's Note: The need for hierarchical tracking (i.e. the need for NexGen_Idle / RRC_IDLE state) is FFS and needs to be reviewed together with the RAN groups.
It is expected that the use of these new RRC states will bring the following advantages:

-
Reduction of CN signalling load due to the fact that the UE is perceived by the NexGen core to be in permanent NexGen_Connected state, regardless that it may be switching between energy efficient state (RRA_PCH) and active data transmission states (CU_CONNECTED or RRC_CONNECTED).

-
Shorter delay for initial UE access from battery efficient state because there is no need to perform a NAS procedure equivalent to Service Request.

-
Possibility for use of longer C-eDRX cycles (and, therefore, improvement of battery efficiency in NexGen_Connected state) due to the use of UE-driven mobility in CU_CONNECTED state. Namely, by using Cell Update type of UE-driven mobility there is no need for time-critical UE-network coordination as is the case with network-based handovers.

CU_CONNECTED would typically be used for UEs exchanging low volumes of data. If the traffic volume suddenly increases (or based on other RRM criteria) the RAN may decide at any moment to “upgrade” the UE RRC state from CU_CONNECTED to RRC_CONNECTED and apply network-controlled mobility (i.e. handover).

6.x.2
Function description 
From architectural perspective it is important to know whether the <5G> RAN will have a distributed architecture like E-UTRAN or a hierarchical architecture like UTRAN, with a central node similar to the RNC.

In the former case (distributed RAN architecture) there is a need to study mechanisms that minimise the signalling with the CN caused by UE mobility. Depicted in Figure 6.x.2-1 and Figure 6.x.2-2 are examples of such mechanisms, the details being left open for future discussions with the RAN WGs.

Editor's Note: The mechanisms for minimising the signalling with the CN caused by UE mobility need to be reviewed together with the RAN WGs.
Figure 6.x.2-1 illustrates a possible system behaviour for a UE in RRA_PCH state (i.e. no active data) with distributed RAN architecture:

-
Initially the UE resides in RRA-1. As long as the UE reselects to a cell of the same RRA there is no Uu signalling. NG3 is anchored at the RAN node (“Anchor RAN node”) where the UE was put in RRA_PCH state.

-
Upon reselection to a cell of another RRA (RRA-2) the UE performs an access stratum procedure referred to as “Cell Update”. As part of the execution of this procedure the NG3/NG4 interfaces are re-anchored on the new RAN node, which from this point on becomes the new “Anchor RAN node”.

-
Upon DL data arrival at the “Anchor RAN node” the UE is paged in the whole RRA-2 using “New X2”, an intra-RAN interface similar to X2. When UE responds to paging, the RAN puts the UE in CU_CONNECTED state. If the UE responds from a RAN node that is different from the “Anchor RAN node”, the RAN decides whether to re-anchor NG3/NG4 on the new serving RAN node or keep the anchor function in the existing “Anchor RAN node”. 
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Figure 6.x.2-1: System behaviour in RRA_PCH state with distributed RAN
Figure 6.x.2-2 illustrates a possible system behaviour for a UE in CU_CONNECTED state (i.e. UE actively exchanging data) with distributed RAN architecture. When reselecting to a new cell within the same RRA the RAN may decide to keep the original “Anchor RAN node” and rely on an intra-RAN node interface (“New X2”) to tunnel the traffic between the “Anchor RAN node” and the serving RAN node.

For a UE in CU_CONNECTED state the NG3/NG4 interface needs to be re-anchored only when the UE moves to a new RRA (not illustrated in Figure 6.x.2-2).
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Figure 6.x.2-2: System behaviour in CU_CONNECTED state with distributed RAN
It should be noted that the RRC state in both RRA_PCH and CU_CONNECTED is always kept at the “Anchor RAN node”. In reference to Figure 6.x.2-2, if the RAN decides to put the UE back in RRA_PCH state, the full context is stored at the “Anchor RAN node”. Similarly, when UE in CU_CONNECTED state moves from one serving RAN node to another, neither of which is the “Anchor RAN node”, the new serving RAN node retrieves the relevant portion of the UE context via the “Anchor RAN node”.

In case of a centralised RAN architecture (with a central RAN node similar to the RNC) the RRC state is stored in the central RAN node. From NexGen core perspective the only difference between a centralised and distributed architecture is the following:

-
With centralised RAN architecture the NG3/NG4 termination for a given RRA is static (i.e. the NG3/NG4 is always anchored at the central RAN node).

-
With distributed RAN architecture the NG3/NG4 termination for a given RRA is dynamic (i.e. any RAN node within the RRA can serve as the NG3/NG4 anchor). In this case the NG3/NG4 anchor for UEs residing within the same RRA may correspond to different RAN nodes, the choice of “Anchor RAN node” being determined at the moment when UE is put to RRA_PCH state.

6.x.3
Solution evaluation 
Editor's Note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
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RRA_PCH is used when UE exchanges no data:

		As long as UE reselects within the same RRA, there is no Uu signalling. NG3 is anchored at the “Anchor RAN node” (where the UE was put in RRA_PCH state)

		Upon RRA change, UE performs Cell Update and NG3 is re-anchored

		Upon DL data arrival, UE is paged in the whole RRA using “X2”
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CU_CONNECTED is used when UE exchanges data with the network:

- The “Anchor RAN node” does not need to be relocated at Cell Update, to reduce EPC signalling load; a tunneling extension over “New X2” can be used instead

- From NexGen core perspective it looks like UE is in permanent NexGen_Connected state

- NG3/NG4 needs to be re-anchored only when UE moves to a new RRA (not shown)
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